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Abstract

A three-dimensional, unsteady heat transfer model has been developed for predicting the temperature field in par-

tially-stabilized zirconia (PSZ) undergoing laser-assisted machining. The semi-transparent PSZ is treated as optically

thick within a spectral band from approximately 0.5 to 8 lm. After comparing the diffusion approximation and the dis-
crete ordinates method for predicting internal radiative transfer, suitability of the diffusion approximation is established

from a comparison of model predictions with surface temperature measurements. The temperature predictions are in

good agreement with measured values during machining. Parametric calculations reveal that laser power and feedrate

have the greatest effect on machining temperatures.

� 2005 Elsevier Ltd. All rights reserved.
1. Introduction

Laser-assisted machining (LAM) provides a means of

increasing the material removal rate, improving dimen-

sional control, and reducing surface flaws when shaping

difficult-to-machine materials such as structural ceram-

ics. A laser is used to locally heat the workpiece above

a threshold temperature, reducing its yield strength be-

low the fracture strength and enabling quasi-plastic

material removal by a cutting tool, rather than brittle

fracture. To characterize the process and to enhance

understanding of related fundamentals, several experi-

mental and theoretical studies have been performed. In

particular, for opaque materials (silicon nitride and
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mullite) a transient three-dimensional thermal model

of the process has been developed and experimentally

validated [1], parametric effects have been considered

[2], and the efficacy of the process for ceramics has been

experimentally demonstrated [3–5]. However, unlike

previous work, this study focuses on LAM of par-

tially-stabilized zirconia (PSZ), which is semi-transpar-

ent [6] and hence able to volumetrically absorb,

scatter, and emit radiation. Partially-stabilized zirconia

is widely used as a structural ceramic, and its thermal

conductivity is almost an order of magnitude smaller

than that of silicon nitride.

This paper describes a transient, three-dimensional,

heat transfer model of a semi-transparent PSZ work-

piece undergoing LAM. Use of the diffusion approxima-

tion to determine internal radiative transfer is assessed

by comparing predictions with those based on the more

rigorous discrete ordinates method (DOM). The
ed.
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Nomenclature

cp specific heat, J/kg K

D‘ laser beam diameter, mm

Dn jet nozzle diameter, mm

d depth-of-cut, mm

de effective penetration depth, lm
E emissive power, W/m2

f feed, mm/rev

fr feedrate, mm/min

H characteristic length of radiation travel, m

Hn nozzle-surface spacing, mm

h enthalpy, J/kg

I radiation intensity, W/m2 sr lm
Ib black-body radiation intensity, W/m2 sr lm
k phonon conductivity, W/m K; extinction

coefficient (imaginary part of nc)

keff effective thermal conductivity, W/m K

kr radiation conductivity, W/m K

Lf tool feed per revolution, mm

L‘ laser-tool lead, mm

N spindle speed, rpm

n refractive index (real part of nc)

nc complex index of refraction

P‘ laser power, W

q00conv convective heat flux, W/m2

q00‘ incident laser flux, W/m2

q000r net radiation absorbed in a control volume,

W/m3

Ra average surface roughness, lm
Rej jet Reynold�s number
r position vector

r,/,z cylindrical coordinates directions

rt tool nose radius, mm

rw workpiece radius, mm

S source term, W/m3

T temperature, K

t time, s

tp preheat time, s

Vz axial velocity, m/s

wj quadrature weight for discrete ordinate j

zch axial location of the chamfer, m

zcv axial location of the chucked end of the

workpiece, m

zfe axial location of the free end of the work-

piece, m

Greek symbols

a‘ laser absorptivity

b [�j + rs] extinction coefficient, m�1

bR Rosseland-mean extinction coefficient, m�1

Dr radial control volume dimension, m

dT sensitivity of temperature, �C
e emissivity

/ azimuth angle, radians

/flank circumferential extent of the flank wear

region, rad

/‘ laser center–vertical angle, �
/p laser center–pyrometer target angle, �
/t laser center–tool angle, �
j absorption coefficient, m�1

k wavelength, lm
l,g,n direction cosines defining discrete ordinate

direction

H cylindrical coordinate when deriving DOM,

rad

q density, kg/m3

qe effective density, kg/m3

qk spectral reflectivity

r Stefan–Boltzmann constant, 5.67 · 10�8 W/

m2 K4

rs scattering coefficient, m�1

sk optical thickness

X‘ tool lead angle, �
X unit direction vector

X
0

unit direction vector of incident beam

x rotation rate, s�1

Subscripts

b black body

i incident

mr material removal

n normal

pyro pyrometer

sur surroundings

k spectral

Superscripts

d diffuse

s specular
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sensitivity to uncertainties in model parameters is deter-

mined, and predictions based on the complete model are

compared with measured surface temperatures. A para-

metric study is performed to demonstrate the effect of

the most influential operating parameters (laser power,

feedrate, and depth-of-cut) on the workpiece tempera-

ture distribution.
The workpiece geometry and machining conditions

for laser-assisted turning of a cylindrical workpiece, at

some intermediate stage of machining, are shown in

Fig. 1. Relative to the incident laser radiation and the

cutting tool, motion of the workpiece is characterized

by rotation and translation in the circumferential and

axial directions, respectively. The boundary between



Fig. 1. Geometry of laser-assisted machining (after preheat:

t > tp).
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machined and unmachined portions of the workpiece is

represented by a helical chamfer, whose shape is defined

by the cutting tool geometry and feedrate, and on which

the small r–z plane at / = 0 corresponds to the location

of material removal. The location of material removal

relative to the laser center is designated by the parame-

ters /‘ and L‘, where L‘ extends to the farthest edge

of the chamfer. To facilitate a numerical solution of

the temperature field, the material removal plane is

approximated as a rectangle of depth d and width Lf,

which corresponds to a cutting tool of zero lead angle

(X‘ = 0) and radius (rt = 0). The necessity of reaching a

threshold temperature at the depth-of-cut for successful

LAM requires a preheat phase during which the work-

piece rotates with laser heating, but without machining

or axial translation. During preheating the cylindrical

workpiece does not have the helical chamfer or ma-

chined portion shown in Fig. 1, and the free end of the

workpiece is located at the chamfer (zfe = zch).
2. Experimental methods

Numerical simulation of the LAM process was coor-

dinated with experiments conducted using a 1.5 kW

(continuous wave) CO2 laser, whose beam delivery is

integrated with a CNC lathe [7], thereby synchronizing

axial translation of the optics with that of the cutting

tool. A radiation pyrometer [8] is mounted beneath the

workpiece and moves with the laser beam and cutting

tool in the axial (z) direction, thereby measuring the sur-

face temperature at a fixed distance from the cutting

zone and the laser-impingement location. The angles be-
tween the pyrometer target and laser center, /p = 212�,
the laser center and tool, /t = 55�, and the laser center

and vertical, /L = 10�, are fixed (Fig. 1). The laser center
leads the cutting tool in the axial direction

(L‘ = 1.6 mm), allowing time for energy to penetrate

radially before material is removed by the cutting tool.

The pyrometer is a ‘‘single wavelength’’ sensor that

measures radiation between 11 and 14 lm in order to

avoid the CO2 laser wavelength (10.6 lm) and to operate
in a spectral range where PSZ is opaque (k > 8 lm). The
pyrometer can measure temperatures from 500 to

1500 �C, collecting 93% of the detected energy from a

2 mm diameter target at a focal distance of 162 mm.

The total uncertainty associated with LAM measure-

ments ranges from �33/+22 �C at a surface temperature

of 500 �C to �59/+49 �C at 1000 �C [8]. Data are re-

corded at 1 kHz by a PC-based data acquisition system,

and measured temperatures are based on the arithmetic

average of five hundred data points.

Nominal experimental operating conditions corre-

spond to a laser power, P‘ = 200 W, a beam diameter,

D‘ = 4.0 mm, a laser-tool lead, L‘ = 1.6 mm, a depth-

of-cut, d = 0.5 mm, a feed rate, f = 16 mm/min, a spindle

speed, N = 800 rpm, and a preheat time, tp = 6 s. A com-

pressed air jet (Rej = 20,000, Dn = 1.5 mm, and Hn =

21 mm) is concentric with the laser beam and exits the

laser nozzle to protect the optics. The PSZ workpieces

are 15.00 mm in diameter by 63.75 mm long.

The LAM experiments are performed with fully-

dense, sintered zirconia workpieces, which exhibit strong

absorption above a wavelength of 5 lm, where optical

properties are represented by the complex index of

refraction, nc,k = nk � ikk [6]. Scattering (at grain bound-

aries, inclusions, or pores) is significant for k < 5 lm, but
vanishes for k > 7 lm, as the size of the scattering

centers decreases relative to k. Hence, absorption of

radiation for k > 7 lm depends more on material com-

position and crystal structure than on physical charac-

teristics such as grain size, porosity, and glassy phase

content, which vary significantly with the manner in

which the ceramic is processed.

Results by Makino et al. [6], Tsukuma [9], and Wahi-

duzzaman and Morel [10] suggest that, while variations

in chemical composition and processing can significantly

affect the radiative properties of zirconia in the visible

and near-infrared spectrums, all of the materials become

opaque above a wavelength of k � 8 lm [8]. Accord-

ingly, the index of refraction, nk, and the extinction coef-

ficient, kk, measured by Makino et al. [6] for k > 8 lm
are assumed to apply to the PSZ of this study. Although

optical properties determined by Makino et al. are also

used for k < 8 lm, uncertainties are associated with the

inability to assess the effect of differences between the

materials used in this study and by Makino et al. How-

ever, the sensitivity of model predictions to such uncer-

tainties is considered.
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The PSZ used in this study is milky white in color,

has an effective density of qe = 5770 kg/m3, and contains

4 mol% MgO. The samples have a monoclinic phase

content of 4.2 mol%, with the remainder comprised of

tetragonal and cubic phases [11], and a closed porosity

of approximately 4.4% [8]. The grain size is approxi-

mately 50 lm with little grain boundary phase and an

abundance of pores, which is typical of commercially

available PSZ ceramics stabilized with MgO [12,13].
3. Mathematical model

Since zirconia ceramics are semi-transparent between

wavelengths of 0.5 and 8.0 lm and opaque above 8 lm
[6], internal heat transfer by radiation, as well as by dif-

fusion and advection, must be included in the model.

Advection is due to workpiece rotation and axial trans-

lation (Vz) in an Eulerian reference frame. Two different

treatments of internal radiation are described.

3.1. Energy equation

The three-dimensional, transient temperature distri-

bution, in cylindrical coordinates, may be determined

from an energy equation of the form

q
oh
ot

þx
oh
o/

þ V z
oh
oz

� �

¼ 1

r
o

or
rkeff

oT
or

� �
þ 1

r2
o

o/
keff

oT
o/

� �
þ o

oz
keff

oT
oz

� �
þ S

ð1Þ

where the first three terms on the left-hand side represent

energy storage and circumferential and axial advection,

respectively. The workpiece is always rotating at a rate,

x, whereas Vz = 0 during the preheat phase (t 6 tp). The

first three terms on the right-hand side represent energy

diffusion in the radial, circumferential, and axial direc-

tions, respectively. These terms may include the effect

of radiative transfer through an effective thermal con-

ductivity, keff, if the diffusion approximation for radia-

tion transfer is applicable. The last quantity in Eq. (1)

is a source term accounting for internal generation,

which may be due to a net volumetric rate of absorption

of internal radiation or plastic deformation in the pri-

mary shear zone. However, relative to energy deposited

by the laser, heat generation due to plastic deformation

in the primary shear zone, as well as plastic deformation

and friction in the secondary shear zone, have a negligi-

ble effect on the workpiece temperature distribution [1,2]

and were therefore not included in the current model.

The temperature-dependent effective thermal conduc-

tivity, keff, and specific heat of PSZ were determined

from specific heat and thermal diffusivity measurements

made by TPRL, Inc. [14]. Effective thermal conductivity
is represented by the following polynomial, where T is in

degrees Kelvin,

keff ¼ 1:17928	 10�9T 3 � 2:45321	 10�6T 2

þ 5:19756	 10�4T þ 2:87954 ð2Þ

The thermal or phonon conductivity was empirically

determined by fitting a second-order polynomial to data

below 1000 �C,

k ¼

1:99238	 10�7T 2 � 1:27111	 10�3T þ 3:23083

T 6 1273 K

1:9356

T > 1273 K

8>>>><
>>>>:

ð3Þ

The density of the PSZ was measured by the Archi-

medes method and found to be 5770 kg/m3 at room tem-

perature. This value was held constant in the model. The

specific heat data are represented by the following

polynomial,

cp ¼

�1:1318	 10�4T 2 þ 0:34234T þ 392:28

T 6 1450 K

650:71

T > 1450 K

8>>><
>>>:

ð4Þ
3.2. Radiation transfer equation

For an absorbing, isotropically scattering, and emit-

ting medium in local thermodynamic equilibrium with

a uniform refractive index, the spectral radiation trans-

fer equation can be written as [15]

X 
 rIk r;Xð Þ ¼ jk rð ÞIb;k r;Xð Þ � bk rð ÞIk r;Xð Þ

þ rs;k rð Þ
4p

Z
4p
Ik r;X

0ð ÞdX0 ð5Þ

Eq. (5) represents the change in spectral intensity of a

beam traveling in the direction X through a differential

volume located at r. Terms on the right-hand side repre-

sent, respectively, energy emitted into the direction X,

attenuation of radiation by absorption and out-scatter-

ing, where bk = jk + rs,k, and energy scattered into the

X direction from radiation traveling through the volume

in all other directions X 0. Eq. (5) assumes isotropic scat-

tering of unpolarized light in a medium is at local ther-

modynamic equilibrium.

The spectral index of refraction, nk, absorption coeffi-

cient, jk, and scattering coefficient, rs,k, have been deter-
mined for dense PSZ in the spectral region from 0.5 lm to

8 lm [6]. The refractive index is approximately constant

(n � 2) in this band, while the absorption and scattering

coefficients, which vary significantly with wavelength,

are represented by the following polynomials.
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equation.
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rs;k ¼

79:248k3 � 273:68k2 þ 286:45k � 63:256

0:5 6 k 6 1:4 lm

0:0022407k6 � 0:074731k5 þ 1:029k4

�7:5288k3 þ 31:241k2 � 71:486k þ 74:821

1:4 < k 6 8:0 lm

8>>>>>><
>>>>>>:

ð6Þ

jk ¼ 4:0112	 10�5k6 � 8:1845	 10�4k5

þ 6:6624	 10�3k4 � 0:026335k3 þ 0:051768k2

� 0:045802k þ 0:023741

0:5 6 k 6 8:0 lm ð7Þ

The scattering and absorption coefficients determined

by Makino et al. [6] are independent of temperature over

the measured range from 290 to 700 K.
3.3. Boundary conditions

3.3.1. Radiative effects

Partially-stabilized zirconia (PSZ) can be treated as

opaque to laser radiation at 10.6 lm (CO2 laser), since

the effective penetration depth (de � 24 lm) is less than
the radial dimension of the surface control volumes used

in the numerical simulation [7]. Hence, the normal spec-

tral absorptivity for laser radiation can be equated to the

normal spectral emissivity at k = 10.6 lm at which,

a‘ = en,k � 0.95 [8,16]. The validity of this assumption

was tested by radially dividing the top control volume

of the numerical mesh (Dr = 50 lm) into three sub vol-

umes (Dr = 16.7 lm) and using Beer�s law with the spec-

tral absorption coefficient of PSZ (jk = 42.32 mm�1 at

k = 10.6 lm) [6] to estimate the amount of energy ab-

sorbed in each sub volume [7]. Although the correspond-

ing maximum surface temperature beneath the laser can

be as much as 250 �C less than predictions based on

assuming that all of the laser energy is absorbed in the

larger (Dr = 50 lm) control volume, differences in the

predictions of the material removal temperature, Tmr,

and the temperature at the pyrometer measurement

location, Tpyro, are less than a 20�.
For radiation emitted within the workpiece, the inter-

face between the workpiece and the surroundings repre-

sents a boundary that transmits and reflects internal

radiation. Accordingly, the radial boundary condition

for the radiation transfer equation may be expressed as

Ik Xð Þ ¼ qd
k

p

Z
n̂
X0<0

Ik X0ð Þ n̂ 
 X0j jdX0 þ qs
kIk Xsð Þ ð8Þ

The first term on the right-hand-side represents the

diffuse component of reflected energy propagating from

the interface in the direction X, and the second term rep-

resents the specularly reflected component, where Xs is

the direction from which radiation must hit the surface

in order to travel into the direction of X after a specular
reflection [17]. However, since data on the internal

reflectivity of structural zirconia are nonexistent, it is as-

sumed that the unmachined surface (ground) is a specu-

lar reflector, and the boundary condition becomes

Ik Xð Þ ¼ qs
kIk Xsð Þ ð9Þ

Fresnel�s and Snell�s laws are used to determine the

relation between the magnitudes and directions of the

incident and reflected radiation at the assumed optically

smooth interface. The discrete specular reflectivity used

in Eq. (9) is defined to preserve the reflected radiative

flux in the direction normal to the surface [18]. The sur-

faces of the DOM grid that are located within the FVM

grid (Fig. 2) are treated as transparent to radiation. The

complexity of treating the DOM in the /-direction due

to stepwise discretization of the chamfer is avoided by

locating the z-direction boundary of the DOM grid adja-

cent to the chamfer.

3.3.2. Energy equation

Since the workpiece surface experiences convection,

emitted radiation, and absorbed laser radiation (Fig.

1), the radial boundary condition for the unmachined

portion of the surface corresponds to

k
oT
or

����
r¼rw

¼ a‘q00‘ /; zð Þ � q00conv /; zð Þ � EðT Þ ð10Þ

Radiation emission from the surface of the workpiece

is expressed as

E Tð Þ ¼ erT 4 ð11Þ

when the diffusion approximation to radiative transfer is

applied, and as

E Tð Þ ¼
Z 1

8 lm
ek k; Tð ÞpIb;k k; Tð Þdk ð12Þ

when internal radiation is modeled by the discrete ordi-

nates method. The diffusion approximation assumes that
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all of the radiation emitted by one control volume is ab-

sorbed and scattered in its neighboring control volumes.

With this model the surface layer of control volumes

may be treated as opaque over all wavelengths. The dis-

crete ordinates method determines the radiation inten-

sity distribution for the semi-transparent waveband

(0.5–8.0 lm) and inherently accounts for energy which

exits the workpiece within this wavelength interval.

Therefore, emission from the surface is restricted to

the opaque waveband above 8.0 lm. Expressing the

spectral hemispherical emissivity as ek = ak = 1 � qk

and obtaining the spectral distribution of the hemispher-

ical reflectivity, qk, from Makino et al. [6], the total

hemispherical emissivity may be evaluated from the

expression

e Tð Þ ¼
R1
0

ek kð ÞEk;b k; Tð Þdk
Eb Tð Þ ð13Þ

The corresponding value of e varies from 0.67 at

300 K to 0.37 at 2100 K, and a nominal value of 0.5 is

used in the numerical simulations. A sensitivity analysis

(Section 5.1) showed that, the model is least sensitive to

the total emissivity, but very sensitive to laser absorptiv-

ity, for which a constant value is used due to a lack of

temperature dependent data for a‘. The lack of data

for contrasting as-sintered and smooth surfaces requires

use of the same emissivity and absorptivity for all sur-

face conditions.

The spatial distribution of the laser irradiation,

q00‘ ð/; zÞ, is Gaussian [7]. The heat flux q00convð/; zÞ is asso-
ciated with forced convection due to a gas jet which im-

pinges on the workpiece and protects the focusing optic

from machining debris [7], or with mixed convection

from portions of the workpiece outside the jet inter-

action zone (Fig. 1). Eq. (10) is also applied to the

machined surface (rw,m = rw � d), which may be over-

lapped by the laser spot, depending on prescribed values

of the laser beam diameter D‘ and laser-tool lead L‘.

On the chamfer, the energy balance is of the form

k
oT
oz

����
z¼zchð/Þ

¼ q00conv þ EðT Þ ð14Þ

for rw,m 6 r 6 rw and 0 6 / 6 2p � /flank. The region

between /flank and 2p represents the contact area be-

tween the tool flank and the workpiece (the tertiary

zone). Since energy generation due to frictional heating

between the tool and workpiece has a negligible effect

on the material removal and pyrometer temperatures

[1,2], the corresponding boundary conditions may be

approximated as

k
oT

���� ¼ 0 ð15Þ

oz z¼zchð/Þ
At the machined and chucked ends of the workpiece,

respectively,

k
oT
oz

����
z¼zchðt6tpÞ
z¼zfe t>tpð Þ

¼ q00conv þ EðT Þ ð16Þ

oT
oz

����
z¼zcv

¼ 0 ð17Þ

where the small thermal diffusivity of partially-stabilized

zirconia (�1 · 10�6 m2/s) permits treatment of the

chucked end as an adiabatic boundary. At all locations

away from the material removal plane, circumferential

continuity of temperatures and temperature gradients

yields boundary conditions of the form

T r;/; zð Þ ¼ T r;/ þ 2p; zð Þ ð18Þ

oT
o/

����
/

¼ oT
o/

����
/þ2p

ð19Þ

At the initiation of laser heating, the workpiece is in

thermal equilibrium with the surroundings.

T r;/; z; t ¼ 0ð Þ ¼ T sur ð20Þ

At the material removal plane, energy is advected out

of the system with the chips. This region corresponds

to / = 0 and includes an area bounded by r = rw,

r = (rw � d), z = zch, and z = (zch + Lf). The correspond-

ing boundary condition can be represented by the sur-

face energy balance

� keff
r

oT
o/

����
/¼0

¼ qcprx T � T refð Þ ð21Þ

which equates energy lost by advection from the compu-

tational domain to energy transfer by conduction to the

removal plane.
4. Numerical method

4.1. Diffusion approximation

The diffusion approximation to radiative transfer in

an optically thick medium is based on Rosseland�s sim-
plification of the radiative transfer equation [17], for

which the radiative flux,

q00r ¼ �krrT ð22Þ

is proportional to a radiation conductivity that is a func-

tion of temperature cubed. Since the effect of radiation is

embodied in the effective thermal conductivity, keff, only

the energy equation must be solved. The approximation

applies to an optically thick medium for which the prod-

uct of the extinction coefficient, bk, and a characteristic

dimension H of the medium is much greater than one

(sk � bkH � 1). Defining H as the smallest radial length
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of the finite-volume grid (H = 0.0625 mm), values of sk

over that portion of the spectrum (0.5 lm < k < 8 lm)
for which spectral absorption and scattering coefficients

are published [6] vary from sk � 1.5 at k = 0.5 lm to

sk � 0.1 at k = 8 lm, neither of which satisfies the

requirement that sk � 1. If H is approximated by a rep-

resentative depth-of-cut for LAM (d � 1 mm), the opti-

cal thickness would vary from sk � 24 at k = 0.5 lm to

sk � 1.6 at k = 8 lm. Hence, conditions cannot be char-
acterized as optically thick and a more rigorous proce-

dure for predicting the internal radiation field, such as

the discrete ordinates method (DOM), may be needed.

When the diffusion approximation is invoked,

numerical solution of the energy equation is facilitated

by using the following formulation of Eq. (1) [19],

q
o cpT

 �
ot

þ x
o cpT

 �
o/

þ V z
o cpT

 �
oz

� �

¼ 1

r
o

or
rkeff

oT
or

� �
þ 1

r2
o

o/
keff

oT
o/

� �

þ o

oz
keff

oT
oz

� �
þ S þ q

o

ot
cpT � � h�

 �

þ qx
o

o/
cpT � � h�

 �

þ qV z
o

oz
cpT � � h�

 �

ð23Þ

The last three terms on the right-hand-side are added

source terms, where T* and h* are the values of T and h

at the current iteration. When equilibrium is reached the

cpT terms on both sides cancel and Eq. (23) reverts to

Eq. (1).

4.2. Coupled radiation/diffusion

The discrete ordinates method (DOM) is based on

transforming the integro-differential equation (Eq. (5))

into a set of simultaneous partial differential equations.

Solutions are obtained for a set of n different directions

Xi, and the integrals over direction are replaced by

numerical quadratures [20,21].

The divergence of the radiation intensity in cylindri-

cal coordinates may be written as [22,23]

X 
 rI ¼ l
r
o rIð Þ
or

þ g
r
oI
oH

þ n
oI
oz

� 1

r
o gIð Þ
o/

ð24Þ

where l, g, and n are direction cosines representing the

fraction of radiation intensity projected into the direc-

tions of the unit vectors (er,eH,ez), such that X = ler +
geH + nez. Discretizing Eq. (5) and combining with Eq.

(24) allows the radiative transport equation for cylindri-

cal coordinates to be represented as

l
r
o rIkð Þ
or

þ g
r
oIk

oH
þ n

oIk

oz
� 1

r
o gIkð Þ
o/

¼ jkIb;k � bkIk þ
rs;k

4p

Xn

j¼1
wjIk Xj


 �
ð25Þ
The S4-approximation [23] is used to solve Eq. (25)

simultaneously with the energy equation (Eq. (1)) for

each of twenty-four ordinate directions. The two equa-

tions are coupled through dependence of the radiation

field on temperature and dependence of temperature

on the net volumetric rate of radiation absorption. The

net rate of radiation absorbed in a control volume, q000r ,
is a required input to the source term in the energy

equation.

q000r ¼ jk rð Þ
Z
4p
Ik Xð Þ � 4pIb;k


 �

ffi jk rð Þ
Xn

j¼1
wjIk Xj


 �
� 4pIb;k

" #
ð26Þ

Therefore, when solving for internal radiation with

the DOM, it is necessary to iterate between the solvers

for the energy equation and the radiation transport

equation. The gray-body assumption is used to model

the spectral behavior of PSZ in the semi-transparent

waveband (0.5 < k < 8 lm), and the radiative properties

are averaged over this spectral range.

4.3. Computational domain

The computational domain is divided into a set of

nonoverlapping control volumes, and the finite-volume

method (FVM) is used to discretize the energy equation

[24]. The discretized equations are formulated in a fully

implicit scheme. After each iterative solution of the

resulting algebraic equations the new temperature field

is used to update the temperature-dependent variables

and to calculate the radiation intensity distribution if

radiation is determined by the DOM.

The energy equation is solved in a nonuniform, struc-

tured grid of 50 · 40 · 170 (/, r,z) control volumes for
which grid independence was determined by doubling

the number of circumferential control volumes without

any change in predicted temperatures. Convergence of

the solution is achieved if the residual is less than

10�6, resulting in a global energy balance of less than

10�3 W and an average change of less than 0.01% in spe-

cific heat between iterations.

The computational domain for the DOM subroutine

is divided into a set of nonoverlapping control volumes

(Fig. 2), and for computational expediency it is coarser

than the FVM grid. The DOM grid is comprised of

15 · 18 · 33 (/, r,z) control volumes whose surfaces

coincide with the control surfaces of the FVM grid.

The extent of the DOM grid is iteratively determined

by placing its boundaries such that, at these extremities,

the radiation flux is negligible compared with the diffu-

sion flux. The exception is the boundary which coincides

with the machining interface. Here the magnitude of the

radiation flux is comparable to diffusion, however, the



t=40 s isotherm spacing = 100˚C

30
0

40
0

50
0600700

800
900
1000

r(
m

m
)

8 9 10 11 12 135.5

6

6.5

7

7.5
φ=0 deg (cutting plane)

100

200

300

60
0

700

800

1100

10
00

50
0

70
0

90
0

40
0

11
00900

z (mm)

φ
(d

eg
)

6 7 8 9 10 11 12 13 14 15 16
0

30

60

90

120

150

180

210

240

270

300
330

360
t = 40 s Isotherm Spacing = 100oC

Unmachined SurfaceMachined Surface

Pyrometer Center

Laser Center

2006 F.E. Pfefferkorn et al. / International Journal of Heat and Mass Transfer 48 (2005) 1999–2012
DOM grid is not extended beyond the machining inter-

face in order to keep the problem manageable.

Because the DOM is solved on a coarser grid, the

temperature used by the DOM subroutine to determine

the black body intensity is a volume-weighted average of

the temperatures predicted by solving the energy equa-

tion. The finite-volume method is used to spatially dis-

cretize Eq. (25), and angular discretization follows the

discrete ordinates method [23,25–27]. The direct differ-

encing method introduced by Carlson and Lathrop

[25] is used to discretize the angular derivative in

Eq. (25). The step scheme is used to express the variation

of the radiation intensity across the control volume

because it does not generate unrealistic negative intensi-

ties [20]. After each iteration of the resulting algebraic

equations the new radiation field is used to determine

the net rate of radiation absorption, q000r , which is

part of the source term, S, in the energy equation (Eq.

(23)).

Fig. 3 shows the predicted surface temperature distri-

bution as well as the near-surface r–z plane temperature

distributions at the cutting plane and laser center. These

results demonstrate that large temperature gradients

exist in all three coordinate directions, hence a three-

dimensional model is required.
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Fig. 3. Predicted temperature fields (�C) based on the diffusion

approximation, t = 40 s, nominal conditions: machined and

unmachined surface, r–z plane at the cutting plane (/ = 0�), and
r–z plane beneath the laser center (/ = 55�).

Table 1

Nominal operating conditions

Parameter Magnitude

P‘ 200 W

D‘ 4.0 mm

L‘ 1.6 mm

d 0.5 mm

f (fr) 0.02 mm/rev (16 mm/min)

N 800 rpm

tp 6 s
4.4. Comparison of predictions for the radiation models

Since PSZ does not meet the requirement of being

optically thick, the effect of invoking the diffusion

approximation is assessed by comparing temperatures

determined by the diffusion approximation with those

obtained by using the discrete ordinates method

(DOM). The comparison is made for the nominal oper-

ating conditions of Table 1.

Fig. 4 compares surface temperature measurements

with those predicted at the same location using the diffu-

sion approximation and the discrete ordinates method.

Sensitivity (uncertainty) in the solutions, as indicated

by the bars, is a result of uncertainties in parameters re-

quired by the model. The shorter run-time for the DOM

solution (17.7 s) is due to the larger computational

requirements but is sufficient for the comparison.

Although the shapes of the predicted temperature

histories are similar, results of the discrete ordinates

method are approximately 130 �C less than those pre-

dicted by the diffusion approximation, and the measured

temperature approaches a quasi-steady state that is

intermediate to the predictions. Both models overpredict

the measurements during the preheat and early machin-

ing stages (t < 10 s). Results of the DOM simulations are

in better agreement with the measurements for t < 20 s,

but at t = 40 s the measured surface temperature is

approximately equidistant from the diffusion and

extrapolated DOM predictions.
Predictions based on the DOM are well below those

of the diffusion approximation at both the location of

the temperature measurement (Fig. 4) and across the
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material removal plane. Similarly, Figs. 5 and 6, which

provide axial temperature fields at t = 17.7 s for circum-

ferential locations corresponding to the laser center and

material removal plane, respectively, reveal significantly

lower temperatures throughout the workpiece for the

DOM simulation. Since the absorption of laser radiation

is equivalent for the two simulations, it follows that the
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Fig. 5. Comparison of predicted temperature fields (�C) based
on the diffusion approximation and DOM: r–z plane beneath

the laser center, t = 17.7 s, nominal conditions. (a) Diffusion

approximation and (b) DOM solution.
DOM model provides for more radiation of this energy

to the surroundings from the chamfer. This result is

attributed to the transparent boundary condition as-

sumed for the surface coinciding with the chamfer. How-

ever, at the chamfer, some of the incident radiation from

the workpiece is actually reflected back into the work-

piece, thereby causing underprediction of the tempera-

ture field by the DOM method. If internal reflectivity

data were available and could be applied to the chamfer

surfaces, temperatures predicted by the DOM would ex-

ceed those of Figs. 5 and 6, and would perhaps approach

those of the diffusion approximation. The steep temper-

ature gradients near the surface of the workpiece, imme-

diately beneath the laser, are due to treatment of the

laser irradiation as a surface phenomenon. The optically

smooth assumption for the circumferential interface re-

sults in a significant amount of radiation being reflected

inward and not transmitted to the surroundings. There-

fore, in the immediate vicinity of the laser, energy is not

lost as readily as at the chamfer and the local tempera-

tures predicted by the diffusion approximation and the

DOM are in closer agreement than at the material re-

moval plane.

Although the DOM model predicts lower tempera-

tures at the measurement location than the diffusion

approximation, the sensitivity limits of both models

encompass the measured temperature during the

machining phase (t > 6 s). Moreover, there is a great

deal of uncertainty in the radiative properties and
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boundary conditions used in the DOM model, which is

not considered in the sensitivity analysis. Since the more

rigorous solution of internal radiation with the DOM

does not provide more insight or benefit to the goal of

accurately predicting the material removal temperature,

the remainder of this study will focus on temperature

predictions made by the diffusion approximation.
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5. Results and discussion

5.1. Sensitivity/uncertainty

The sensitivity of model predictions to parameter

uncertainties was determined by varying a single param-

eter in each of several simulations for the nominal con-

ditions (Table 1). The absorptivity to laser radiation, a‘,
jet impingement heat transfer coefficient, h, specific heat,

cp, effective thermal conductivity, keff, and total emissiv-

ity, e, were varied according to the uncertainties given in
Table 2.

Uncertainties in the jet impingement heat transfer

coefficient relate to its magnitude and spatial distribu-

tion. Since the correlation for impingement of a sub-

merged jet on a flat plate is being applied to the

cylindrical workpiece, uncertainties in the spatial varia-

tion of the heat transfer coefficient cannot be determined

and only the magnitude is varied [7]. The temperature-

dependent specific heat and thermal conductivity were

measured for the PSZ of this study [14], and the esti-

mated ±10% uncertainty is attributed to the effects of

LAM on creation of a heat-affected zone with a high

crack density and associated property variations. Since

the spectral emissivity used to calculate is taken from

the literature [28], significant uncertainty may be associ-

ated with the varying surface conditions of this study.

Sensitivity is defined as the difference between numer-

ical predictions based on the nominal value and the

uncertainty limits of Table 2. The sensitivity of the pre-

dicted temperature, dTx, to each variable, x, is deter-

mined as a function of temperature. The total

sensitivity, dT, of the material removal, Tmr, and pyrom-

eter, Tpyro, temperatures is determined from the follow-
Table 2

Uncertainty in model parameters

Parameter Nominal value Uncertainty

(value range)

Laser absorptivity, a‘ 0.95 +5/�10% (1.0–0.85)

Jet impingement heat

transfer coefficient, h

[7] ±20%

Specific heat, cp Eq. (4) ±10%

Effective thermal

conductivity, keff

Eq. (2) ±10%

Total emissivity, e 0.5 ±40% (0.7–0.3)
ing quadrature, dT ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
dT 2

a þ dT 2
h þ dT 2

k þ dT 2
cp þ dT 2

e

q
.

Because they directly influence the amount of deposited

energy, the absorptivity and convective heat transfer

coefficient have the greatest effect on the model predic-

tions. While some constituent sensitivities display a non-

linear temperature dependence, the total sensitivity of

the pyrometer temperature, Tpyro, varies nearly linearly

with temperature from +40/�55 �C at 400 �C to +140/

�165 �C at 1400 �C. Similarly, the sensitivity of the

material removal temperature, dTmr, varies nearly line-

arly from +30/�40 �C at 400 �C to +140/�165 �C at

1400 �C.

5.2. Model validation

Surface temperature measurements made at a loca-

tion axially aligned with and 212� downstream from

the laser center (Fig. 1) are used to assess the heat trans-

fer model. The sensitivity of the predicted temperature at

the measurement location to model parameters is similar

to that of the material removal temperature, and a com-

parison of predicted and measured values of Tpyro is

therefore adequate for assessing the ability of the model

to predict the material removal temperature, Tmr. Previ-

ous investigations for mullite and silicon nitride [1,3–5]

have established that the laser power, feed, and depth-

of-cut have the greatest impact on the temperature field

and hence the LAM process. Therefore, three feedrates

(fr = 8, 16, and 32 mm/min), four laser powers (P‘ =

150, 200, 250, and 300 W), and three depths-of-cut

(d = 0.5, 0.75, and 1.0 mm) are considered adequate

for assessing the accuracy of the model.

Fig. 7 compares the measured and predicted temper-

ature histories as a function of laser power, P‘. In all
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Fig. 7. Effect of laser power on the temperature history at the

pyrometer location.
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four cases there is greater discrepancy between predic-

tions and measurements during preheat (t < 6 s) than

later in the process, when temperatures change more

slowly with time and quasi-steady conditions are

reached. The agreement between temperatures is signifi-

cantly better for the 250 and 300 W conditions. The

model sensitivity is significantly larger than the measure-

ment uncertainty, and except during preheat, the mea-

sured temperature is within the sensitivity limits.

Therefore, disparities between the data and the model

are only associated with the preheat condition. At

300 W the measured temperature rapidly approaches

the predicted temperature, until the workpiece fractures

and no more data are collected.

The feedrate controls the amount of energy deposited

per unit length of traversed material and hence has a sig-

nificant impact on the temperature field. Fig. 8 compares

predicted and measured temperatures for different fee-

drates. The measured values show excellent repeatability

during preheat but are much lower than the predicted

temperatures. However, differences between measured

and predicted values decrease with increasing time and

temperature. After 6 s preheat, the high feedrate reduces

energy deposition per unit length of the workpiece and

requires less time to traverse the 10 mm distance of the

cut. This reduction lowers the temperature below that

achieved at the end of preheating. The slowest feedrate

is half as fast as the nominal condition and deposits

more energy per unit distance, resulting in higher tem-

peratures and better agreement between measured and

predicted values under quasi-steady conditions, as is

the case at higher laser powers.

The model indicates that the surface temperature at

the measurement location is relatively insensitive to vari-
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ations in the depth-of-cut, d. The measured tempera-

tures are almost identical for d = 0.5 mm (nominal)

and d = 0.75 mm, but increase by approximately 65 �C
for the quasi-steady state of d = 1.0 mm. An increase

in near chamfer temperatures with increased depth-of-

cut was also found for silicon nitride [29] and is attrib-

uted to a greater resistance to heat flow around a deeper

chamfer. However, for the measurement location, it is

not known why there is very little variation between

d = 0.5 and 0.75mm and a sudden increase at

d = 1.0 mm.

The discrepancy between measured and predicted

temperatures during preheat is attributed to uncertainty

in the spectral emissivity for the pyrometer waveband

(11–14 lm). The surface temperature measurement is

very sensitive to uncertainty in emissivity [8], and if the

value at room temperature is lower than indicated in

the literature [28] and increases with heating and the cre-

ation of the heat-affected zone (HAZ) [7,30], measured

temperatures would be initially lower than actual values.

The measurement uses a fixed emissivity, e = 0.97, which

may approximate the true value of a PSZ surface char-

acterized by a high crack density in the HAZ associated

with quasi-steady conditions.

The sensitivity of the heat transfer model to relevant

parameters and the uncertainty in the temperature mea-

surements are large and need refinement. Within these

limits the predicted temperatures provide reasonable

agreement with the measured values during the later

stages of the LAM process but do not do so during pre-

heating. The model does a good job of predicting trends

due to changes in the laser power and feedrate. The tem-

perature of interest in evaluating LAM of PSZ is the

material removal temperature, which cannot be mea-

sured, but can be predicted. In all cases, the pyrometric

surface temperature measurement is in good agreement

with predictions for 35 < t < 40 s, which is the time over

which temperatures and forces are averaged for machin-

ability analysis. Therefore, it can be said that, for mat-

ters concerning machinability, the heat transfer model

accurately predicts the surface temperature, Tpyro, and

the material removal temperature, Tmr, with acceptable

accuracy.

5.3. Parametric study

The effects of laser power, P‘, feedrate, fr, depth-of-

cut, d, spindle speed, N, laser diameter, D‘, and preheat

time, tp, on the material removal temperature, Tmr, were

studied. Fig. 9 shows the monotonic, almost linear var-

iation of Tmr with P‘. Laser power is the primary means

of controlling the temperature, and since the sensitivities

of Tpyro and Tmr to P‘ are similar, the effect of laser

power on Tmr can be detected at the pyrometer measure-

ment location and corrected with the use of a feedback

controller.



0

200

400

600

800

1000

1200

1400

0 5 10 15 20 25 30 35 40

P  = 150W
P  = 200W
P  = 250W
P  = 300W

M
at

er
ia

l R
em

ov
al

Te
m

pe
ra

tu
re

,T
m

r (
o C

)

Time, t (seconds)

Fig. 9. Variation of material removal temperature with laser

power.

Isotherm Spacing =100oCφ = 0 deg (cutting plane) t = 40 s

2010 F.E. Pfefferkorn et al. / International Journal of Heat and Mass Transfer 48 (2005) 1999–2012
The effect of feedrate was studied by varying the feed

while keeping all other machining parameters constant,

including the spindle speed (N = 800 rpm). As shown

in Fig. 10, the preheat phase is identical in all three

cases, but when machining begins, the amount of energy

deposited per unit length varies according to the fee-

drate. The higher feed results in less energy being depos-

ited per unit length. Therefore, while an increase in the

feedrate is desirable to increase productivity, it must

be accompanied by another measure to increase the local

energy input in order to maintain a sufficiently large va-

lue of Tmr. Under quasi-steady conditions at the end of

the 10 mm cut, Tmr = 830, 1020, and 1150 �C and
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Fig. 10. Variation of material removal temperature with

feedrate.
Tpyro = 850, 1000, 1110 �C for fr = 32, 16, and 8 mm/

min, respectively, showing a similar dependence on

feedrate.

Understanding the effect of depth-of cut, d, is impor-

tant to increasing productivity and being able to design a

process for creating contoured parts. The predicted

pyrometer temperature and the maximum surface tem-

perature are relatively insensitive to changes in d. How-

ever, depth-of-cut has a significant effect on the average,

Tmr, and the minimum, Tmr,min, material removal tem-

peratures. Increasing d from 0.5 to 1.0 mm results in a

decrease from 1000 to 950 �C and 930 to 800 �C for

Tmr and Tmr,min, respectively. The average material re-

moval temperature, Tmr, is believed to be the best metric

for evaluating the efficacy of LAM. However, the mini-

mum material removal temperature, Tmr,min, may deter-

mine operating conditions for which the workpiece has

not been softened enough, resulting in excessive wear

or breakage of the tool tip. Therefore, the greater sensi-

tivity of Tmr,min to d is significant, due to the inability of

temperature measurements at the current pyrometer

location to detect the effect of changes in d. For future

temperature control during LAM, a measurement loca-

tion which is also sensitive to changes in dmust be found

(possibly on the chamfer itself).

Axial temperature fields (r–z plane) coinciding with

the material removal plane for d = 0.5 and 1.0 are shown

in Fig. 11. The increased resistance to heat transfer

around the larger depth-of-cut is most clearly seen by

the change in the 600 �C isotherm at z � 8 mm. The

lower left hand corner of Fig. 11(b) has a lower temper-
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Fig. 11. Effect of depth-of-cut on temperature in r–z plane

coincident with material removal location (t � 40 s). (a) 0.5 mm

depth-of-cut and (b) 1 mm depth-of-cut.
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ature than the equivalent region in Fig. 11(a) as a result

of less energy penetrating to this location. Hence, more

energy is trapped in the near-chamfer region for

d = 1.0 mm, resulting in higher temperatures in that part

of the material removal plane corresponding to

d = 0.5 mm.

The laser beam diameter, D‘, was varied to control

the incident laser flux and limit the scope of heating. A

small beam diameter results in higher laser fluxes and

higher maximum surface temperatures, Tmax, which

can induce local melting and microstructural changes.

It also provides a larger driving potential for energy dif-

fusion radially inward. If the pyrometer remains axially

aligned with the laser center and 212� downstream, Tpyro

increases 110 �C from 1020 to 1130 �C as D‘ decreases

from 4 to 3 mm, compared with a 210 �C increase in

Tmr. The benefit of decreasing the laser diameter is in

the increased material removal temperature for the same

amount of deposited energy.

The effect of rotational speed was studied by varying

the spindle speed, N, while keeping the feedrate constant

so that the same amount of energy is deposited per unit

distance. Energy is more rapidly advected away from the

laser impingement location at higher N, reducing the en-

ergy which is stored locally and hence reducing Tmax.

Conversely, energy that is advected to the pyrometer

measurement location increases Tpyro. The effects of

variations in N are greater near the surface of the work-

piece than at the depth-of-cut and result in a relatively

small change in Tmr, which decreases with increasing N

due to energy being more efficiently distributed to loca-

tions away from the material removal plane.

The preheat time is used to bring the temperature of

the workpiece to a level that enables cutting at the initi-

ation of tool contact. If this temperature is not achieved,

the results can be tool failure, workpiece failure, acceler-

ated tool wear, unacceptable surface finish, and/or sur-

face damage. Increasing the preheat time increases the

amount of energy deposited in the workpiece and there-

by the temperature. In order to generate a uniform tem-

perature during LAM, it is necessary to match the

preheat time with the operating conditions so that, ide-

ally, the steady-state temperature is achieved at the

end of preheat. The present thermal model can be used

to determine a suitable preheating cycle.
6. Conclusions

A transient, three-dimensional heat transfer model is

developed, and temperature predictions based on an

optically thick assumption (diffusion approximation)

for internal radiative transfer are compared with those

based on a discrete ordinates method of solution

(DOM). Measured surface temperatures are found to

lie within the sensitivity limits of both predictions. Dur-
ing the machining phase it is found that the diffusion

approximation and the DOM solution overpredict and

underpredict measured temperatures, respectively. The

discrepancy between the measured and predicted surface

temperatures during preheating (both models) is attrib-

uted to an initial overprediction of the surface emissiv-

ity, which then increases with temperature and crack

development in the heat-affected zone. The diffusion

approximation is selected for use in subsequent predic-

tions on the basis of computational convenience and sat-

isfactory agreement with measured temperatures.

A sensitivity analysis of parameter uncertainties on

temperature predictions shows that laser absorptivity

and convective heat transfer coefficient have the greatest

effect on the predictions. Cumulative uncertainties in the

pyrometer measurement and material removal tempera-

tures vary almost linearly from +40/�55 �C at 400 �C to

+140/�165 �C at 1400 �C and from +30/�40 �C at

400 �C to +140/�165 �C at 1400 �C, respectively. Be-
cause temperatures at the measurement and material re-

moval locations show approximately the same sensitivity

to parameter uncertainties, it is assumed that the predic-

tions of Tmr are also accurate within current measure-

ment and predictive capabilities.

Within the measurement and model uncertainties, the

temperature predictions are in good agreement with

measured values during machining (t > tp), and the

model is successful in predicting trends due to changes

in the laser power and feedrate. However, it predicts a

negligible effect of the depth-of-cut in contrast to mea-

sured temperatures, which increase with depth-of-cut.

The level of agreement between predictions and mea-

surements increases with temperature, and the laser

power and feedrate have the greatest effect on the mate-

rial removal temperature. Since similar effects character-

ize the pyrometer temperature, it can be used with

confidence to exercise control of LAM.
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